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Abstract.- This article presents an analysis of the optimization of inclusive education programs using advanced
statistical modeling and data mining techniques. The objective is to improve educational equity by identifying factors
that influence academic performance and evaluating the effectiveness of educational interventions. Models such as
Random Forest and Gradient Boosting are used to predict educational outcomes, showing moderate performance,
with Gradient Boosting slightly superior. Key factors identified include prior academic performance, available
resources, and the absence of special educational needs (SEN). The importance of integrating advanced statistical
and analytical methods with ethical and contextual considerations to ensure inclusive and sustainable education
policies is highlighted. The study concludes that these approaches allow for a better understanding of the impact of
educational variables and support informed decision-making.
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Resumen.- El articulo presenta un analisis sobre la optimizacion de programas educativos inclusivos mediante el
uso de modelado estadistico avanzado y técnicas de mineria de datos. El objetivo es mejorar la equidad educativa al
identificar factores que influyen en el rendimiento académico y evaluar la efectividad de las intervenciones
educativas. Se emplean modelos como Random Forest y Gradient Boosting para predecir resultados educativos,
mostrando un desempefio moderado, con una ligera superioridad del Gradient Boosting. Los factores clave
identificados incluyen el rendimiento académico previo, los recursos disponibles y la ausencia de necesidades
educativas especiales (NEE). Se destaca la importancia de integrar métodos estadisticos y analiticos avanzados con
consideraciones €ticas y contextuales para garantizar politicas educativas inclusivas y sostenibles. El estudio
concluye que estos enfoques permiten una mejor comprension del impacto de las variables educativas y apoyan la
toma de decisiones informada.
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1. Introduccion datos es un campo de estudio critico que tiene
como objetivo mejorar la equidad educativa para
estudiantes de diversas habilidades 'y
antecedentes [1]. La educacidén inclusiva se
esfuerza por garantizar que todos los estudiantes
reciban  oportunidades de  aprendizaje

La optimizacion de la evaluacion de programas
educativos  inclusivos mediante  técnicas
avanzadas de modelado estadistico y mineria de
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equitativas, pero a menudo enfrenta desafios
como la falta de recursos, la escasez de
formacion especializada para los educadores y
las diversas necesidades de los estudiantes.

Estos desafios requieren métodos de evaluacion
robustos para evaluar la efectividad de las
practicas inclusivas y para informar la politica y
la practica educativa. Los avances recientes en
modelizacién estadistica y mineria de datos
proporcionan herramientas poderosas para
analizar conjuntos de datos educativos grandes y
complejos [2]. Al emplear metodologias como el
modelado multinivel, los enfoques bayesianos y
las técnicas de aprendizaje automatico, los
investigadores y responsables de politicas
pueden obtener valiosos conocimientos sobre el
rendimiento estudiantil, identificar estrategias de
ensefianza efectivas y predecir resultados para
diversas poblaciones estudiantiles.

Estos métodos permiten una comprension
matizada de los factores que influyen en el éxito
educativo, lo que en ultima instancia conduce a
una toma de decisiones informada que promueve
la inclusion y la equidad en la educacion. Sin
embargo, la integracion de estas técnicas
avanzadas también plantea consideraciones
éticas significativas, incluyendo la privacidad de
los datos y los posibles sesgos en la toma de
decisiones algoritmica [3].

La dependencia de conjuntos de datos
propietarios y la brecha digital pueden exacerbar
las desigualdades existentes, destacando la
importancia de las practicas éticas y el acceso
equitativo en la evaluacion educativa [4].
Ademas, la efectividad de estos modelos puede
variar en diferentes contextos educativos, lo que
requiere un refinamiento y validacion continuos
para asegurar su aplicabilidad en diversos
entornos.

Por todo ello, se puede decir que optimizar la
evaluacion de programas educativos inclusivos
mediante técnicas avanzadas de modelado

estadistico y mineria de datos es crucial para
mejorar los resultados educativos [5]. A medida
que el campo evoluciona, es esencial equilibrar
el uso de herramientas analiticas sofisticadas con
consideraciones €ticas y un compromiso con la
inclusividad, asegurando que todos los
estudiantes se beneficien de los avances en la
evaluacion y la politica educativa.

La educacion inclusiva tiene como objetivo
proporcionar oportunidades de aprendizaje
equitativas para todos los estudiantes,
independientemente de sus habilidades o
discapacidades. Sin embargo, este enfoque
educativo enfrenta varios desafios que pueden
obstaculizar su efectividad. Los problemas clave
incluyen la falta de formacion especializada para
los maestros, recursos insuficientes y la
necesidad de sistemas de apoyo adecuados en las
aulas para acomodar diversas necesidades de
aprendizaje [6].

Comprender estos desafios es esencial para
desarrollar soluciones efectivas y mejorar el
entorno general de la educacion inclusiva. Los
factores que influyen en la educacion inclusiva
van mas alla de la dinamica del aula; también
abarcan la demografia estudiantil, los planes de
estudio y la calidad de la ensefianza. La
investigacion indica que datos de antecedentes
como la educacion de los padres, los ingresos
familiares y el registro del hogar pueden mejorar
significativamente los modelos predictivos del
rendimiento educativo [7].

Estos hallazgos sugieren que una comprension
integral del panorama educativo es crucial para
abordar las diversas dimensiones de la
educacion inclusiva. Estos hallazgos sugieren
que una comprension integral del panorama
educativo es fundamental para abordar las
diversas dimensiones de la educacion inclusiva.
En estudios recientes, se han empleado diversas
metodologias para analizar los desafios y las
eficiencias de los sistemas educativos. Técnicas
como el modelado estadistico y la mineria de
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datos han surgido como herramientas valiosas
para extraer informacion de grandes conjuntos
de datos. Estas metodologias no solo ayudan a
identificar los factores que contribuyen a una
educacion inclusiva exitosa, sino que también
asisten en la evaluacion de la eficiencia
instruccional y los resultados educativos [8].

Al aprovechar técnicas avanzadas de analisis de
datos, los educadores y los responsables de
politicas pueden obtener una comprension mas
clara de la efectividad de los programas
educativos inclusivos y tomar decisiones
informadas que promuevan la equidad en la
educacion.

Por lo tanto, abordar los problemas
multifacéticos asociados con la educacion
inclusiva es crucial para el desarrollo continuo y
la optimizaciéon de las practicas y sistemas
educativos. Por lo tanto, abordar los problemas
multifacéticos asociados con la educacion
inclusiva es crucial para el desarrollo continuo y
la optimizacién de las practicas y sistemas
educativos [9].

Conceptos Clave
Modelado Estadistico en la Educacion

El modelado estadistico desempefia un papel
fundamental en la comprension y evaluacion de
los programas educativos, particularmente en el
contexto de la educacion inclusiva. Se refiere al
proceso de utilizar marcos matematicos para
identificar relaciones dentro de conjuntos de
datos relevantes para entornos educativos, como
métricas de rendimiento estudiantil e
informacion demografica [10].

Los modelos estadisticos se construyen para
proporcionar informacion sobre los patrones de
comportamiento entre los estudiantes, lo que
permite a los educadores y administradores
tomar decisiones basadas en datos [11].

Estos modelos a menudo incorporan tanto
variables aleatorias como no aleatorias, lo que
permite una interpretacion matizada de los
resultados educativos. También pueden resaltar
variaciones en el rendimiento de los estudiantes,
lo cual es esencial para adaptar las estrategias
educativas a las necesidades de los diversos
aprendices [12].

Técnicas de Mineria de Datos en la
Evaluacion Educativa

La Mineria de Datos Educativos (EDM) es un
campo en auge que se centra en desarrollar
métodos para extraer informacion significativa
de grandes conjuntos de datos educativos [13],
para lo cual se emplean diversas técnicas como
la clasificacion, el agrupamiento y la regresion
para identificar relaciones y tendencias ocultas
entre los estudiantes y los procesos educativos.

Al aprovechar estas técnicas de mineria de datos,
los educadores pueden mejorar su comprension
de las necesidades de los estudiantes y aumentar
la efectividad de los programas. Al aprovechar
estas técnicas de mineria de datos, los
educadores pueden mejorar su comprension de
las necesidades de los estudiantes y aumentar la
efectividad de los programas. Ademas, el EDM
facilita el andlisis predictivo, que puede prever
los resultados de los estudiantes e identificar a
aquellos en riesgo, permitiendo intervenciones
proactivas.

Integracion de Meétodos Estadisticos y
Mineria de Datos

La integracion de modelos estadisticos
avanzados y técnicas de mineria de datos ofrece
herramientas poderosas para evaluar programas
educativos inclusivos. Por ejemplo, el uso de
modelos multinivel puede ayudar a evaluar la
efectividad de las intervenciones en diferentes
poblaciones estudiantiles, teniendo en cuenta las
variaciones en las experiencias de aprendizaje
individuales [14].
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Este enfoque integral no solo ayuda a identificar
practicas efectivas, sino que también apoya el
refinamiento continuo de las estrategias
educativas en respuesta a los nuevos
conocimientos derivados de los datos [15].

Marcos de Evaluacion
Modelos psicométricos en la evaluacion

En el contexto de la evaluacion de programas
educativos inclusivos, los modelos
psicométricos desempefian un papel crucial al
permitir la mediciéon del aprendizaje de los
estudiantes y la efectividad del programa. Los
modelos psicométricos estandar, como el
Modelado de Respuesta al Item (MRI),
proporcionan un marco para comparar a los
examinados en diferentes pruebas y estimar los
parametros de los items basdndose en grupos
variados de estudiantes [16].

Estos modelos facilitan el andlisis de qué tan
bien las evaluaciones educativas reflejan los
conocimientos y habilidades de los estudiantes,
mejorando asi la evaluacion de la eficiencia
instruccional [17].

Triangulo de Evaluacion

El proceso de evaluacion estd guiado por el
"triangulo de evaluacion," que consiste en tres
elementos interconectados: cognicion,
observacion e interpretacion. La cognicion se
refiere a los constructos o objetivos de
aprendizaje que las evaluaciones buscan medir.
La observacion implica recopilar datos a través
de tareas de evaluacion, como las calificaciones
asignadas por los maestros en diversas tareas
[18].

Finalmente, la interpretacion se refiere a los
métodos estadisticos utilizados para analizar los
datos recopilados, a menudo empleando
modelos de medicién para extraer inferencias
significativas sobre el aprendizaje de los

estudiantes y la efectividad del programa. Esta
relacion triadica asegura que las evaluaciones
esttn bien coordinadas 'y  produzcan
conclusiones validas sobre el rendimiento
estudiantil [19].

Enfoques Bayesianos

Los avances recientes en la metodologia
estadistica, particularmente el modelado
bayesiano, han comenzado a influir en las
practicas de evaluacion educativa. Estos
enfoques permiten interpretaciones mas
matizadas de los datos de los estudiantes al
incorporar indices diagnosticos en los modelos
de medicion. Por ejemplo, el uso de Modelos de
Respuesta al ftem multidimensionales permite a
los educadores ir mas alla de las estadisticas
resumidas individuales, proporcionando asi una
vision mas rica del rendimiento estudiantil [20].

Los métodos bayesianos también facilitan la
integracion de diversas fuentes de evidencia,
mejorando la  robustez general de las
evaluaciones en contextos educativos inclusivos
[21].

Integracion de la Mineria de Datos
Educativos

Las técnicas de Mineria de Datos Educativos
(EDM) se utilizan cada vez mas para evaluar de
manera efectiva los programas de instruccion.
EDM proporciona a las partes interesadas—
educadores, estudiantes, organizaciones e
investigadores—herramientas para analizar
grandes conjuntos de datos, lo que conduce a
métodos de ensefianza mejorados, experiencias
de aprendizaje individualizadas y una asignacion
optimizada de recursos dentro de las
instituciones educativas [22].

Al utilizar técnicas avanzadas de modelado
estadistico y mineria de datos, los evaluadores
pueden obtener informacion util a partir de datos
educativos complejos, mejorando asi la
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efectividad de los programas educativos
inclusivos [23].

Técnicas Avanzadas de Modelado Estadistico

Las técnicas avanzadas de modelado estadistico
desempefian un papel crucial en la optimizacién
de la evaluacion de programas educativos
inclusivos. Estos métodos permiten a los
investigadores analizar estructuras de datos
complejas y relaciones, proporcionando una
comprension mas profunda de los resultados
educativos [24].

Modelado Multinivel

El modelado multinivel (MLM) es una técnica
estadistica avanzada que permite a los
investigadores particionar la varianza a través de
diferentes niveles de analisis [25], como los
estudiantes anidados dentro de las escuelas. Esta
flexibilidad ayuda a acomodar la naturaleza
jerarquica de los datos educativos, mejorando la
precision de los hallazgos. ElI MLM es
particularmente util para evaluar el impacto de
diversos factores en el rendimiento estudiantil
mientras se controlan las influencias
contextuales, como el estatus socioecondomico
(SES).

Métodos Bayesianos

Los métodos bayesianos han surgido como un
enfoque poderoso en el modelado estadistico,
particularmente ~ para  las  evaluaciones
educativas. Estos métodos permiten la
incorporacion de conocimientos previos y la
actualizacion continua de las estimaciones a
medida que se dispone de nuevos datos. Esta
adaptabilidad es beneficiosa para manejar las
incertidumbres  inherentes a los datos
educativos, como las variaciones en el
rendimiento de los estudiantes en diferentes
contextos [26].

Las redes de inferencia bayesiana, por ejemplo,
permiten a los investigadores modelar
interrelaciones complejas entre  variables,
mejorando la interpretabilidad de los datos
relacionados con los resultados educativos
[27].

Teoria de Respuesta al item

La Teoria de Respuesta al ftem (IRT) ofrece un
marco robusto para comprender cémo funcionan
los diferentes items de prueba en diversas
poblaciones. Permite la comparacion del
rendimiento de los examinados en diferentes
evaluaciones al predecir las propiedades de los
items basandose en las caracteristicas de los
examinados [28].

Este método es particularmente valioso en
entornos educativos inclusivos, ya que puede
revelar coémo los estudiantes diversos
interactuan con las herramientas de evaluacion,
facilitando practicas de evaluacion mas
equitativas [29].

Técnicas de Aprendizaje Automatico

Las técnicas de aprendizaje automatico,
incluyendo el aprendizaje supervisado y no
supervisado, proporcionan herramientas
innovadoras para analizar datos educativos. Los
algoritmos de aprendizaje supervisado, como la
regresion y los arboles de decision, predicen
resultados basados en datos histéricos, mientras
que los métodos no supervisados, como el
agrupamiento, identifican patrones dentro de los
conjuntos de datos sin resultados preetiquetados
[12].

El uso de estos algoritmos en el analisis de
politicas permite evaluaciones més matizadas de
los programas educativos, lo que permite a los
responsables de  politicas adaptar las
intervenciones basdndose en las tendencias y
relaciones identificadas [30].
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Regresion Cuantil

La regresion cuantilica es otra técnica avanzada
que evaltia como la relacion entre las variables
difiere en varios puntos de la distribucion del
resultado, en lugar de centrarse inicamente en la
media [31].

Este enfoque es particularmente relevante en la
investigacion educativa, ya que ayuda a
identificar como los diferentes niveles de
financiamiento escolar se relacionan con el
rendimiento entre diversos grupos demograficos
de estudiantes, incluidos aquellos de entornos
desfavorecidos. Este enfoque es particularmente
relevante en la investigacion educativa, ya que
ayuda a identificar como los diferentes niveles
de financiamiento escolar se relacionan con el
rendimiento entre diversos grupos demograficos
de estudiantes, incluidos aquellos de entornos
desfavorecidos [32].

Técnicas de Mineria de Datos en Educacion

La mineria de datos educativos (EDM) es un
campo emergente que se centra en el desarrollo
de métodos para analizar grandes volumenes de
datos de entornos educativos con el fin de extraer
informacion significativa y mejorar los procesos
de toma de decisiones [33].

Se emplean varias técnicas avanzadas de mineria
de datos en el ambito de la educacidn,
incluyendo la clasificacion, el agrupamiento, la
regresion y la mineria de reglas de asociacion,
cada una con propdsitos distintos para
comprender el comportamiento y el rendimiento
académico de los estudiantes [34].

Técnicas de Clasificacion

La clasificacion es un método de aprendizaje
supervisado utilizado para categorizar datos en
clases predefinidas. En contextos educativos, los
algoritmos de clasificacion ayudan a predecir los
resultados de los estudiantes basandose en datos

historicos. Los algoritmos comunes incluyen
arboles de decision, maquinas de soporte
vectorial (SVM) y redes neuronales. Los arboles
de decision, en particular, son populares debido
a su interpretabilidad y capacidad para
proporcionar reglas de "si-entonces" que pueden
guiar a los educadores en la toma de decisiones
informadas sobre las intervenciones para los
estudiantes y la asignacion de recursos [7].

Por ejemplo, los investigadores han utilizado
arboles de decision para modelar el rendimiento
estudiantil, prediciendo eficazmente el éxito
académico basandose en varios predictores,
como la asistencia y las calificaciones previas.
Por ejemplo, los investigadores han utilizado
arboles de decision para modelar el rendimiento
estudiantil, prediciendo eficazmente el éxito
académico basandose en varios predictores,
como la asistencia y las calificaciones previas
[35].

Modelado Predictivo

El modelado predictivo integra diversas técnicas
de mineria de datos para prever el rendimiento
futuro de los estudiantes, Al utilizar algoritmos
como los k-vecinos mas cercanos (kNN) y el
analisis de regresion, los educadores pueden
construir modelos que anticipen los desafios
académicos y las oportunidades de intervencion.
Estos modelos predictivos no solo ayudan a
identificar a los estudiantes en riesgo, sino que
también permiten a las instituciones educativas
asignar recursos de manera mas efectiva y
mejorar el rendimiento académico general [36].

Métodos de Agrupamiento

El agrupamiento es otra técnica fundamental
empleada en EDM que agrupa a los estudiantes
segun caracteristicas compartidas. Al identificar
agrupaciones, los educadores pueden discernir
diferentes estilos de aprendizaje y patrones de
comportamiento entre los estudiantes, lo que
permite el desarrollo de marcos educativos
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personalizados. Este método puede ser
fundamental para mejorar la educacidon
comunitaria y fomentar entornos de aprendizaje
adaptativos [37].

Las técnicas de agrupamiento permiten a los
instructores categorizar a los estudiantes,
facilitando  intervenciones  especificas y
experiencias de aprendizaje personalizadas [38].

Analisis de Regresion

El analisis de regresion se utiliza a menudo para
modelar las relaciones entre diversas variables
educativas y el rendimiento estudiantil [39].
Permite a los educadores predecir resultados
continuos, como las calificaciones de los
examenes o las tasas de graduacion, basandose
en una  combinacion de  variables
independientes. Esta técnica es beneficiosa para
comprender el impacto de diferentes factores en
el éxito estudiantil y para tomar decisiones
basadas en datos respecto a los ajustes
curriculares y la distribucion de recursos.

Mineria de Reglas de Asociacion

La mineria de reglas de asociacion es un
componente critico del EDM, centrado en
descubrir relaciones interesantes entre variables
dentro de grandes conjuntos de datos
[40].

Esta técnica ayuda a identificar correlaciones
entre los comportamientos de los estudiantes,
como la actividad en linea, y los resultados
académicos, permitiendo a los educadores
obtener informacion sobre estrategias de
ensefanza efectivas y el compromiso estudiantil.
Por ejemplo, las reglas de asociacion pueden
revelar patrones en las interacciones de los
estudiantes con los recursos en linea y como
estos comportamientos se correlacionan con sus
calificaciones finales, proporcionando
informacion util para mejorar los resultados
educativos [41].

2. Materiales y Métodos

2.1 Modelos Estadisticos
Analisis Exploratorio

El analisis exploratorio se llevé a cabo mediante
técnicas avanzadas de mineria de datos para
identificar patrones y relaciones en los datos. Se
aplicaron algoritmos de clustering, como K-
means y DBSCAN, para segmentar a los
estudiantes en grupos segun su rendimiento
académico y bienestar emocional.

Ademas, se utilizo el algoritmo Apriori para el
analisis de reglas de asociacion, lo que permitid
detectar relaciones significativas entre variables
como el rendimiento académico, los recursos
disponibles y la formacion docente. Para
simplificar la estructura de los datos y preservar
la maxima variabilidad, se empled el analisis de
componentes principales (PCA).

Modelos Jerarquicos Multinivel

Se implementaron modelos lineales mixtos
(HLM) para analizar la variabilidad entre
estudiantes y escuelas, considerando la
estructura anidada de los datos (estudiantes
dentro de escuelas). Estos modelos incorporaron
efectos aleatorios para capturar las diferencias
entre contextos escolares y evaluaron el impacto
de factores escolares y de los programas
educativos en los resultados académicos y
socioemocionales de los estudiantes.

Aprendizaje Automatico

Se emplearon dos enfoques de aprendizaje
automatico para modelar y predecir los
resultados educativos:

Random Forest: Este modelo ensamblado se
utilizo para predecir el rendimiento académico y
el bienestar emocional, identificando las
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caracteristicas mas relevantes mediante la
evaluacion de la importancia de las variables.

Gradient Boosting Machine: Este modelo de
boosting optimizé las predicciones mediante un
proceso iterativo que minimizé el error de
prediccion, destacando los factores criticos a
través del andlisis de importancia de
caracteristicas.

Ambos modelos se evaluaron utilizando
métricas de rendimiento como el coeficiente de
determinacion ((R”*2)), el error absoluto medio
(MAE) y la raiz del error cuadratico medio
(RMSE).

Validacion y Métricas

Para garantizar la robustez de los modelos, los
datos se dividieron en conjuntos de
entrenamiento (80%) y prueba (20%). Ademas,
se aplicd validacion cruzada para evaluar la
generalizacion de los modelos. Las métricas de
evaluacion incluyeron (R*2), MAE y RMSE, lo
que permitido medir con precision el desempefio
predictivo y la capacidad explicativa de los
modelos.

Integracion de Métodos

Este enfoque metodologico combina técnicas
estadisticas tradicionales con herramientas
modernas de aprendizaje automatico, ofreciendo
una perspectiva integral sobre los factores que
influyen en el éxito educativo y el desarrollo
socioemocional de los estudiantes. Los
resultados obtenidos proporcionan una base
solida para la toma de decisiones basada en
datos, orientada a optimizar los programas
educativos inclusivos.

2.2 Datos utilizados

Descripcion de la Base de Datos Simulada

La base de datos educativa simulada integra
multiples dimensiones del contexto educativo,
estructurada en cuatro componentes principales:

Caracteristicas del Estudiante: Identificador
unico del estudiante, Edad (6-18 afios), género
(M/F), nivel socioecondomico
(Bajo/Medio/Alto), tipo de NEE
(Ninguna/Fisica/Intelectual/ TEA/Sensorial),
rendimiento académico previo, nivel de apoyo
familiar y acceso a servicios de salud.

Caracteristicas  del = Contexto  Escolar:
Identificador Unico de la escuela, tamafio de la
institucion (Pequetia/Mediana/Grande),
ubicacion (Urbana/Rural), nivel de formacion
docente y Cultura inclusiva de la institucion.

Caracteristicas del Programa Educativo: tipo de
intervencion (Adaptaciones curriculares/Apoyos
personalizados/Formacion docente), furacion
del programa (3-24 meses), intensidad del
programa (1-20 horas semanales) y recursos
disponibles.

Resultados  Educativos:  rendimiento  en
matematicas (1-10), rendimiento en lenguaje (1-
10), bienestar emocional (1-5) y participacion en
clase (1-5).

La base de datos simula estuvo conformado por
conjunto de 10,000 registros, incorporando
distribuciones probabilisticas realistas basadas
en literatura educativa actual. Las variables
categoéricas se codifican mediante one-hot
encoding para su uso en los modelos estadisticos
y de aprendizaje automadtico. La estructura
jerarquica de los datos refleja la realidad
educativa, donde los estudiantes estan anidados
dentro de instituciones especificas.

Esta base de datos simulada proporciono una
representacion detallada y estructurada del
contexto educativo, permitiendo el andlisis de
las interacciones entre factores individuales,
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contextuales e institucionales en el ¢éxito
educativo y el desarrollo socioemocional.

3. Resultados
Rendimiento de los Modelos Predictivos

Los modelos de aprendizaje automatico
empleados en este estudio muestran un nivel
moderado de precision en la prediccion de los
resultados académicos. El modelo Random
Forest alcanzd un coeficiente de determinacion
(R?) de 0.13, con un error absoluto medio (MAE)
de 0.94 y una raiz del error cuadratico medio
(RMSE) de 1.16. Por su parte, el modelo
Gradient Boosting mostrdé un desempeiio
ligeramente superior, con un R* de 0.16, un
MAE de 092 y un RMSE de 1.14. Este
mejoramiento sugiere que Gradient Boosting
tiene una mayor capacidad para identificar
patrones complejos dentro del conjunto de datos

(Figura 1).

1e-8 Random Effects by School (Math Madel)

0.5 I

05 II I I‘ I

Random Effect

0 10 20 30 40 50
School ID

Fig 1. Efectos aleatorizados de modelos.

Factores Criticos Identificados por Random
Forest

Mediante el anélisis de importancia de variables
realizado con el modelo Random Forest ( Figura
2), se identificaron tres niveles de influencia
sobre los resultados académicos.

Feature Importances - Emotional Wellbeing Prediction

previous_academic_perfarmance

program_duration
program_intensity
age
resources_available
inclusive_culture
teacher_training
family_support

gender_ M -

intervention_type_Apoyos personalizados -

0.000 0025 0.050 0075 0100 0.125 0150 0.175 0.200
Fig 2. analisis de importancia de variables
realizado con el modelo Random Forest.

Primer Nivel de Importancia: Rendimiento
académico previo (19.3%), duracion del
programa (11.4%), intensidad del programa
(10.9%) y recursos disponibles (10.9%).
Segundo Nivel de Importancia: edad del
estudiante (9.0%), cultura inclusiva (5.7%),
apoyo familiar (5.7%) y formacion docente
(5.5%) y factores adicionales: ausencia de
Necesidades Educativas Especiales (NEE)
(5.2%), género masculino (2.0%),y ubicacioén
urbana (2.0%).

Factores Criticos Identificados por Gradient
Boosting

El modelo Gradient Boosting arrojé un perfil
distinto en cuanto a la relevancia relativa de los
factores, destacando claramente algunos
elementos clave (Figura 3).

Feature Impaortances - Math Score Prediction

previous_academic_performance
program_duration

program _intensity
resources_available

age

inclusive_culture

family_support

teacher_training
nee_type_Ninguna

gender_M

0.000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200
Fig 3. analisis de importancia de wvariables
realizado con el modelo gradient boosting.
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Primer Nivel de Importancia: recursos
disponibles (52.5%), ausencia de NEE (24.8%)
y rendimiento académico previo (11.7%).
segundo nivel de importancia: intensidad del
programa (2.1%), duracion del programa
(1.6%), edad del estudiante (1.3%) y Apoyo
familiar (1.3%), asi como factores Contextuales
Menos Relevantes: cultura inclusiva (0.9%),
formacion docente (0.8%) y tamafio de la
escuela (0.3-0.4%).

Los resultados reflejan diferencias significativas
en la forma en que ambos modelos ponderan los
distintos factores. Gradient Boosting resalta
especialmente la disponibilidad de recursos y la
ausencia de necesidades educativas especiales
como los aspectos mas influyentes, lo cual
subraya la importancia de contar con
infraestructura adecuada y apoyo especializado
para maximizar el éxito académico.

Por otro lado, Random Forest presenta una
distribucion mas equilibrada (Figura 4) de las
variables relevantes, dando particular énfasis al
rendimiento previo del estudiante y a las
caracteristicas  estructurales del programa
educativo, tales como su duracion e intensidad.

PCA: Dimensionality Reduction

kmeans_cluster

-3 -2 -1 0 1 2 3 4

Fig 4. Divergencia entre modelos analizada
mediante PCA.

La divergencia observada entre los dos modelos
(Figura 5) sugiere que existen diferentes
dindmicas interactivas entre las variables, lo que
amerita un andlisis mas profundo para

comprender mejor estas relaciones y su impacto
real en el desempefio escolar.

Clustering of Students by Academic and Emotional Metrics
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Fig 5. Divergencia entre modelos analizada
mediante analisis de cluster.

4. Discusion

Los modelos predictivos empleados en este
estudio muestran un nivel moderado de
precision al predecir resultados académicos, lo
cual es coherente con hallazgos previos en el
ambito del educational data mining (EDM),
donde la complejidad y variabilidad inherente a
los datos educativos limita la capacidad
predictiva absoluta [1][26]. EI modelo Random
Forest alcanz6 un coeficiente de determinacion
(R?) de 0.13, con un error absoluto medio (MAE)
de 0.94 y una raiz del error cuadratico medio
(RMSE) de 1.16. Por su parte, Gradient
Boosting mostré un desempefio ligeramente
superior, con un R? de 0.16, MAE de 0.92 y
RMSE de 1.14. Esta mejora sugiere que
Gradient Boosting tiene mayor capacidad para
identificar patrones complejos dentro del
conjunto de datos, posiblemente debido a su
enfoque iterativo y ponderado en la correccion
de errores [42].

El analisis de importancia de variables realizado
mediante Random Forest reveld tres niveles de
influencia sobre los resultados académicos. En
primer lugar, destacaron el rendimiento
académico previo (19.3%), la duracion del
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programa (11.4%), la intensidad del programa
(10.9%) y los recursos disponibles (10.9%).
Estos hallazgos coinciden con investigaciones
previas que han sefialado la relevancia del
historial académico como predictor robusto del
éxito escolar [43], asi como la importancia de
factores estructurales del programa educativo,
tales como su disefo curricular y carga horaria
[44].

En segundo nivel de importancia se encontraron
la edad del estudiante (9.0%), seguida por la
cultura inclusiva (5.7%), el apoyo familiar
(5.7%) y la formaciéon docente (5.5%). Estos
factores reflejan aspectos contextuales que
influyen indirectamente en el desempefio
académico, y son consistentes con estudios que
resaltan el impacto positivo de ambientes
escolares inclusivos y del acompafiamiento
familiar en el desarrollo educativo [45].
Finalmente, entre los factores adicionales se
identificaron la ausencia de necesidades
educativas especiales (NEE) (5.2%), seguido por
el género masculino (2.0%) y la ubicacién
urbana (2.0%).

Por otro lado, Gradient Boosting arroj6 un perfil
distinto en cuanto a la relevancia relativa de los
factores. En primer lugar, destaco claramente la
disponibilidad de recursos (52.5%), seguida por
la ausencia de NEE (24.8%) y el rendimiento
académico previo (11.7%). Este resultado
subraya la importancia critica de contar con
infraestructura adecuada y apoyo especializado
para  maximizar el éxito  académico,
especialmente en contextos inclusivos donde las
barreras para el aprendizaje pueden ser multiples
y heterogéneas [3][15][16]. Los factores en
segundo nivel de importancia incluyeron la
intensidad del programa (2.1%), la duracién del
programa (1.6%), la edad del estudiante (1.3%)
y el apoyo familiar (1.3%). Por Gltimo, entre los
factores contextuales menos relevantes se
encontraron la cultura inclusiva (0.9%), la
formacion docente (0.8%) y el tamafio de la
escuela (0.3-0.4%). La divergencia observada

entre ambos modelos sugiere que existen
diferentes dinamicas interactivas entre las
variables, lo cual merece un analisis mas
profundo para comprender mejor estas
relaciones y su impacto real en el desempeiio
escolar [46].

Por su parte Random Forest ofrece una
distribucion mas equilibrada de las variables
relevantes, Gradient Boosting parece enfocarse
mas en aquellos factores que tienen una relacion
directa y fuerte con los resultados académicos,
particularmente los relacionados con los
recursos institucionales y la presencia o ausencia
de necesidades educativas especiales.

Estos hallazgos también reflejan una tension
recurrente en el campo de la mineria de datos
educativos: coOmo balancear la precision
predictiva con la interpretabilidad contextual, "la
toma de decisiones basada en datos no solo
requiere modelos estadisticamente solidos, sino
también una comprension profunda de los
contextos educativos en los que operan [47].
Esto implica que, aunque Gradient Boosting
pueda ofrecer mejores métricas técnicas,
Random Forest proporciona una visibn mas
amplia de los factores que podrian ser utiles para
disefiar intervenciones educativas multicausales.

5. Conclusiones

Los resultados del presente analisis reflejan la
complejidad de los factores que inciden en el
rendimiento académico y destacan la utilidad de
los modelos de aprendizaje automatico —en
particular Random Forest y Gradient Boosting—
como herramientas para identificar patrones
predictivos y priorizar variables clave en
entornos educativos. Ambos modelos mostraron
un desempefio moderado en términos
predictivos, con Gradient Boosting presentando
una leve superioridad, lo cual sugiere su mayor
capacidad para capturar relaciones no lineales y
complejas entre las variables.
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Desde la perspectiva de la importancia relativa
de los factores, se observo una divergencia clara
entre ambos modelos. Mientras Random Forest
ofrecid una distribucion mas equilibrada que
incluye aspectos cognitivos, contextuales y
estructurales, Gradient Boosting resaltd
predominantemente la  disponibilidad de
recursos institucionales y la ausencia de
necesidades educativas especiales como los
determinantes mas influyentes. Este hallazgo
pone de relieve la relevancia de garantizar
condiciones materiales adecuadas y apoyo
especializado en el marco de una educacién
inclusiva efectiva.

La diferencia metodoldgica entre ambos
enfoques subraya la importancia de considerar
multiples perspectivas analiticas al momento de
disefiar politicas educativas o intervenciones
pedagogicas. Si bien Gradient Boosting puede
ser preferible desde un punto de vista técnico por
su mayor ajuste estadistico, Random Forest
proporciona una vision mas holistica que
permite comprender mejor los distintos niveles
de influencia sobre el éxito académico.
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